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Abstract. We give analytical expressions for the energy density of the massless scalar field excited
from an arbitrary initial state (including vacuum) due to the non-stationary Casimir effect in an
ideal one-dimensional cavity with vibrating walls, provided the frequency of vibrations is close to
a multiple frequency of the fundamental unperturbed field mode. The formation of sharp packets
is studied in detail. The influence of the initial state (vacuum, thermal and coherent) on the form
of the packets is demonstrated.

1. Introduction

Classical and quantum phenomena in cavities with moving boundaries have attracted the
attention of many researchers for a long time. The first solutions of the classical wave equation
in the one-dimensional (1D) space domain confined with boundaries moving with constant
velocities were obtained as far back as in [1, 2]; later they were rediscovered and generalized
in [3-5] (a detailed reference list can be found in [6]). Moore’s paper [7] seems to be the first
one devoted to the quantum aspects of the problem. This topic became particularly popular
in the last decade, being known now under the following names: the non-stationary Casimir
effect [8], the dynamical Casimir effect [9] or mirror- (motion) induced radiation [10, 11]).
For the most recent achievements in this area and references to other works see, e.g., [12-26].
One of the important theoretical results obtained over the last few years was the prediction of
the exponential growth of the energy of the field under the resonance conditions, when the wall
performs vibrations at a frequency which is a multiple of the unperturbed field eigenfrequency
[6,27-32] (similar results for the classical fields and strings were obtained in [33-35]).

We address the problem of the energy density distribution inside a cavity with oscillating
boundaries. It was indicated in [28, 30,31, 36, 37] (and earlier in [38] for the classical field)
that the main part of the energy is concentrated in several sharp peaks which move from one
boundary to another, becoming narrower and narrower over the course of time. However, until
now the evolution of these packets was studied within the framework of numerical calculations
only, and no explicit analytical expressions for the shape of the packets were found.

Recently, the analytical solutions to the problem of a one-dimensional ideal cavity with
resonantly vibrating boundaries were found [18]. These solutions enabled one to account
for the effects of detuning from a strict resonance (showing that no photons can be created
unless the dimensionless detuning is smaller than the dimensionless amplitude of the boundary
oscillations [18]), to study the effect of squeezing and to calculate the photon distribution
functions in all the cavity modes [24]. Here we use the solutions given in [18] to provide
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simple explicit formulae for the shape, height and width of the energy packets formed in the
vibrating cavity, for any initial state of the field, including as examples the vacuum, thermal
and coherent states.

2. Field operator in a 1D cavity with oscillating boundaries

We consider the model of a massless scalar fieldin a 1D cavity formed by two infinite ideal plates
whose positions are given by x;; = 0 and x,;,,, = L(t), where L(¢) is a given function (for
generalizations to a generic case of two moving boundaries see [14, 18,37]). The field operator
A(x, t) in the Heisenberg representation can be written in the form (hereafterc = = 1)

00

Ax.n=>" %[anm)(x, 1) +hec] [bn, b} = Sut. 2.1)

n=1
This operator must satisfy the wave equation

Ay —A, =0 (2.2)
and the boundary conditions [7]

A0, 1) = A(L(t), 1) = 0. (2.3)

Att < 0, when the wall is assumed to be at rest, the mode function w(") (x,1)in (2.1) has a
simple factorized form

Y (x, 1) = e sin (7wnx/Lo) wn = n7/Lo. (2.4)

The normalization factor 2/4/n in (2.1) is chosen in such a way that the energy of the field in
the stationary case can be represented as a sum of energies of independent mode oscillators
(see the next section).

There exist two approaches to the problem. The first one is usually related to the paper
by Moore [7], although it was used long before (in the context of the classical problems): see,
e.g., [1-4] and the reference list in [6]. In this approach, the mode function Y™ (x, t) is taken
in such a form that the wave equation (2.2) is satisfied automatically:

Ay(x,t) ={exp[—imnR(t — x)] — exp [—imznR(t + x)]} /(21). 2.5)
Then the boundary conditions (2.3) result in the functional equation for the function R(§)
R+ L(t))— R(t —L(t)) =2. (2.6)

For the oscillating boundary, the approximate solutions to equation (2.6) in the form of a
rather straightforward expansion over the small amplitude of oscillations were obtained in
[7,39,40]. However, these simple solutions cannot be used in the resonance case, due to
the presence of secular terms. Different non-trivial approximate solutions in this case were
found in [38,41,42]. They were generalized and specified in [28, 30,36,37]. However, the
structure of these solutions is rather complicated, so it was difficult to use them to obtain
explicit analytical expressions for the shape of the packets emerging in the cavity.

Another method [6,27] is based on the expansion of each function Y™ (x, 1) in a series
with respect to the instantaneous basis

(n) _ L(O (n) |: :|
VO =7 ZQ t)sin| 75 @7
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so that the boundary conditions (2.3) are satisfied automatically. Then the wave equation (2.2)
can be replaced by an infinite set of coupled ordinary differential equations for the coefficients

0" (1)

oo o0
O +0p) Q)" =2 g0+ g ()0 + 0 (gr)) (2.8)
j=1 j=1
where
. 2kjL@)
t) = kmw /L(t =g = (=D
wk( ) / ( ) gkj gjk ( ) (12 — kz) L([)
In the case of the oscillating boundary
L(t) = Lo (1 +&sin[pw;(1 +8)t]) wy=mnc/Ly p=1,2,... (2.9

the set of equations (2.8) can be simplified under the resonance condition |§| < 1 and for the
small amplitude of oscillations |¢| < 1, if one writes

Q](cn)(t) — p]gn)efiwk(lﬂs)t _ p(:’lk)eiwk(l+5)t (210)

assuming the coefficients p,i") (k==x1,£2,..;n=1,2,...)to be slowly varying functions
of time, whose derivatives are proportional to the small parameter ¢ (the frequency w; was
defined in equation (2.4)). Putting (2.10) into equation (2.8) and neglecting the second-order
terms like ,5,5") ~ &2, one obtains, after averaging over fast oscillations with the multiple
frequencies of w1, the equations [18]

d : —_

A" =olte+ pal, — = pp, 42y ko 2.11)
where

y=68/¢ o= (—1" T = Jewil. (2.12)

Looking for the functions Q,E") (#) in the form (2.10) we neglect the terms proportional to the

higher harmonics exp [£irayt], r = 2, 3, .... However, the amplitudes of these corrections
are very small, since they are of the order of ¢ (or less). The approximation (2.10) cannot be
justified for the values of time exceeding #, ~ (a)l 82) - , when the neglected terms of the order
of &2 could become essential. However, for the realistic values w; ~ 10! s~! and ¢ ~ 1078
corresponding to the possible experimental realizations [6] the limiting time ¢, is of the order
of weeks.

Due to equation (2.11) and the initial conditions

P (0) = 8 (2.13)

the coefficients p,ﬁ") are different from zero if only the difference of the upper and lower indices

n — k is some multiple of the integer p. The set of equations (2.11) can be solved exactly in
terms of the Gauss hypergeometric functions (which can be reduced to the complete elliptic
integrals in some special cases) [18]. However, for our purposes here we do not need the
explicit form of these solutions. It is sufficient to know the set of generating functions of an
auxiliary variable z

o0
RED vy =) ot @ j=01....,p=1 k=01,.... 2.14)

l=—00
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Each of these functions satisfies the simple first-order partial differential equation

RN 1 ) ) d o))
ar = o Z_Z + 2iy ]+pZ8_z RY (2.15)

which is an immediate consequence of equations (2.11) and (2.14). The solution to
equation (2.15) satisfying the initial condition R"/)(z, 0) = z" and the boundary condition
R®™9(0, ) = 0 reads [18]

k+j/ k
RED (2, ) = =i/ [ 28(p7) +o5(p7) ] s, [“S(’”)} 2.16)
g*(pt) +z0S(p7) g (po)
where
S(x) = sinh(ax)/a g(x) = cosh(ax) +iy S(x) a=+1-—y2 (2.17)
The consequences of equations (2.14) and (2.16) are the recurrence relations [18]
d
on =nfo o™ = o]+ 2o} nzp o) =0 (2.18)
d —n .
Ep,g') = n{o[,o(_":ﬂ o o] + 2iypi} n=12....,p—1 (2.19)

which will also be used in the next sections. Formula (2.16) holds for any value of the detuning
parameter y. If y > 1, then one should replace the functions sinh(ax)/a and cosh(ax) by
their trigonometric counterparts sin(ax)/a and cos(ax), where a = /y2 — 1.

3. Energy density

Considering the systems with ideal moving boundaries one meets the problem of an ambiguity
in the definition of the energy and the notion of the ‘photons’. To avoid this difficulty we
suppose that after some interval of time 7' the wall comes back to its initial position Ly and no
longer moves. Then for ¢+ > T all ambiguities disappear, since the field operator assumes the
form analogous to (2.4)

o0

~ 2 .

Ax,t) = § ——= sin (wmx /L) [dne” ") + h.c.] 3.1
m=1 "V m

where new (‘out’) operators d,, are related to the initial operators b, and l;,‘l by means of the
Bogoliubov canonical transformation

o0
an = X_;\/g[];”pg) - EJ,P(—nz;*] m=172,... (3.2)

which preserves [18] the commutation relations [&,,, &Z] = §,ux. The argument of the constant
coefficients p(i"m(r) in (3.2) should be taken at the moment 7', ie. T = 177 = %ea)lT. Due
to our assumption, the parameter 7 can assume only discrete values: T = N /[p(1l + §)]
with an integer N. Consequently, the possible values of the argument t are discrete, as well:
t=1W™ = Nex /[2p(1 + 8)]. One should remember, however, that non-trivial physical
effects can only be observed for the values T ~ 1 (or larger), i.e. for N ~ ¢~! > 1. Insuch a
case the minimal increment At = t™*D — (™ ~ ¢ i5 50 small that 77 can be considered as
a continuous variable (under the realistic conditions, ¢ < 1078 [6]). For this reason, we omit
hereafter the subscript 7', writing simply 7 instead of 77 or T,
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The mean value of the energy density operator in one space dimension
~ 1 ~ ~
W(x, 1) = 8—[(8A/8t)2 +(34/0x)"] (3.3)
i
att > T equals (hereafter we assume Ly = 1,1i.e. w; = m)

W, ) =7 Z \/nT]{ cos[m(m + j)x]Re [(&m&j)e*i”(m””/]

m,j=1
+1 cos[(m — j)x1[(a},a;)e™ =" + (@,a])e =] (3.4)

where the quantum mechanical averaging (- - -) is performed over the initial state of the field
(the Heisenberg picture) and #’ = t + §T. The last term in (3.4) results in the divergent sum
for m = j. Regularizing this divergence by means of the standard ‘point-split’ method [43]
we obtain (see the appendix) the known expression for the one-dimensional negative vacuum
Casimir energy [43-47]

L2

W) = _z /24 (or _The
24L5

in the dimensional units) . 3.5

Extracting this vacuum energy from W we arrive at the expression

o0
W=W-—We=x 3" /mjRe ((and;)coslr(m + j)x]e """
m,j=1

;) cos[m (m — j)x] ™" =D"), (3.6)

+a,),

The same expression (3.6) can be obtained if one calculates the mean value of the normally
ordered (with respect to the operators &Z and a,) counterpart of the operator (3.3) (cf [28]).
Then the total energy (without the vacuum part) assumes the usual form

L 00
e= [ We.nde= > wu(ajan) 3.7
0

n=1

which justifies the choice of the normalization in (2.1) and (3.1).
Since the initial quantum state was defined with respect to the ‘in’ operators b and b,,,

.
[i

we must express the ‘out’ operators a' and a,, in terms of ISZ and b, by means of formula

m
(3.2). Thus we arrive at the expression containing a combination of the mean values (b, by),
(blb,l), (blbk) and (bnb,i) calculated in the initial quantum state. For the initial vacuum state
defined according to the relations ,|0) = 0,n = 1,2, ..., the only non-zero mean values are

<13n231'> = 8. Then (3.6) is transformed into the triple sum

o0 .
Wo(x,t) =m Z 7] Re { cos[r(m — j)x]e ™= p(_n%p(fj)*

n,m,j=1
—cos[w(m + j)x] ei”<'"+"”’p‘_”,2,p§">*}. (3.8)

Evidently, Wy(x,t) = 0 for ¢+ < 0. For an arbitrary initial state the energy density can be
written as a sum of the ‘vacuum’ and ‘non-vacuum’ contributions

o0
1 - o
W =W+ W, W, =7 Z Re [(bubi) B™ + (b}by) B™] (3.9)
n,k=1

A
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where

B(nk) _ Z cos[n(m +])x][ —im (m+j)t’ p};n)pj(k) 1n(m+j)t p(nn)zp(k)]

—COS[JT(m _ j)x][efiﬂ(mfj)t p,(:)p(k) +em(m7j)t p(nrlp;k)]} (310)

o0
B = Z mj{ coslm(m — j)x][e“”(’"")’/pfl,?fp(k) + e m=pr p(”)*P,(k)]

— cos[r(m +])x][ —17r(m+j)f’p(n,31*p](k) 1n(m+j)t pz&f)*p(—k)]} (3.11)

Making the change of the summation index j — —j in the first term of (3.8) we can write

Wox,t) = -1 Rez Z Z — cos[n(m +j)x]e ‘”(mJ’J)"pT,,)lpj(”)*.

n=1 m=1 j=—o00

Similarly, changing the indices m — —m or j — —j in (3.10) and (3.11) we can reduce four
sums with apparently different summands and the indices running from 1 to oo to the unified
sums whose two indices run from —oo to oo:

o
B _ Z mj cos[(m + j)x]e T pr(:)p;k)

m,j=—00
o0
B = 3" mjcosiwim — j)x]em I o7,
m,j=—00

Now, replacing the cosine function by the sum of two imaginary exponentials we see that
W (x, t) is actually the sum of two identical functions of the lightcone variables:

W(x,t):%n [F(u; t)+ F(v; 7)] u=t+x v=t—x (3.12)
where
o0 1 A A B
F=Fy+ —— Re [(b,by) F"™ + (bl by) F ™0 (3.13)
’ ngl N I’lk [ ‘ ¢ ]
o0 o0 o0 ]
Fo;v) = —=Re ) Y~ % —=emmpl (1)p]"" (x) (3.14)
n=lm=1 j=—oo "
FOMwo = Y Y mie o 0po) (3.15)
m=—0oQ j_foo
F'O@iry= 3" 3" mjelntm=in P (1) pt (0). (3.16)

m=—00 j=—00

The extra argument 7 in the above expressions is introduced in order to emphasize that the
energy density depends not only on the value of the current time variable ¢ (which must satisfy
the condition ¢ > T'), but also on the moment of time 7" when the wall stopped moving. It is
worth mentioning that the variables ¢ and 7 are independent, as well as ¥ and t or v and 7.
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Evidently, the double sums (3.15) and (3.16) are factorized to the products of independent
sums over m and j:

FOw e =6"w 060w s Fw 0 =6"" w06
G(")(u' 7) = Z me mmup(n)(r) _i 0 e_mmup(n)(r) (3.17)
’ m=——oo T ou moae

The last sum in (3.17) can be easily expressed in terms of the generating function (2.14) if one
writesn = j +kp,m = j +Ip and z = exp(—imwpu). Thus we obtain

nz[zg(pr) + o S(pr)"'""!

G ;1) = =nf'PA"P(3.18)
[g*(pT) + ZGS(pT)]n/p+l z=exp(—inpu)
where
N 4 (1-«%)’
fwi6) = |g*(pr) + 20S(pr)| " = 5 (3.19)
[1+K2+20k cos(prru — )]

. zg(pt)+0S(p1) _iQe—mpu) 1+ ok expli(mpu — ¢)]
= =e - (3.20)

g*(pt) +z08(p7) 1+ ok expli(p — mpu)]

S

(PT) exp(ip) = V1 — 2«2 +iy«. (3.21)

~ 1182 (pr)

In the ‘vacuum’ contribution (3.14) we have some asymmetry between the indices m
and j, since m runs from 1 to oo, whereas j runs from —oo to co. This asymmetry can be
eliminated if one differentiates both sides of equation (3.14) with respect to the independent
variable t at a fixed value of u and performs the summation over the superscript n with the aid
of the recurrence relations (2.18) and (2.19). It is easy to verify that all the summands with
n > p are cancelled, so the infinite series over n can be reduced to the finite sum from 1 to
(p—D:

0Fy(u; ) b & 0 (p—n) ()
— =0 Re Z Z mje™ "0 (T)p () + plr= ”)*(r)pj (0]
n=1 m=1 j=—o00

(3.22)

Making the change of summation indices m — —m, j — —j, n — p — n in the first product
inside the square brackets one can reduce two sums in the right-hand side of (3.22) to the single
series where both the indices m and j run from —oo to co. Moreover, the sums over m and j
become completely independent, giving rise to the equation

p—1
—oRe Y G"(u; )G ™" (u; ) (3.23)

n=1

0Fy(u; t) .
ot a

where G™ (u; 1) is given by (3.17). Due to (3.18) the sum in the right-hand side of (3.23) is

reduced to the sum Z 1 n(p —n) = 6p(p2 — 1). Introducing the variable n = exp(2apr)
we obtain the explicit expression

IFo(u;m) _ (p* = Da*n[n*(l+a+p)+a—p—1]
an 2[R +a+p) 292+ )+ 1+ —al

where o = oacos(pru) and 8 = oy sin(pru). Integrating (3.24) with the initial condition
Fy=0att =0 (or n = 1) we arrive after some algebra at the simple expression

Fo(u; k) = B f(u; k) — 1] B=(p>—1)/24 (3.25)

(3.24)



3216 M A Andreata and V'V Dodonov

where the function f(u; «) is given by (3.19). Finally, we obtain the following expression for
the function F(u; t) defined by equation (3.12):

F=-B+f(u; t){B+ > VnkRe [ (bybi) AP + <1§;z3k>A<’<—">/P]}. (3.26)
n,k=1

In the special case of the initial states whose density matrix is diagonal in the Fock basis, so
that (13;15;() = v,,6,x and (l;nl;k) = 0 (for example, the Fock or thermal states; v, is the mean
number of quanta in the nth mode), the sum in (3.26) is proportional to the initial total energy
&y in all the modes (above the Casimir level):

o0
F® ;1) = =B+ f(u; 1) [B+No] No =Y nv, =&/m. (327)
n=l1
The total energy at T > 0 is obtained by integrating the density W (x) (3.12) over x. The

contribution of the vacuum (function Fj in (3.13)) and ‘diagonal’ terms (given by the partial
sum in (3.13) over n = k) can be calculated with the aid of the formula

/” dx . Ta
o (a+bcosx)? (az_bz)l/2

which is a simple consequence of the integrals given in [48]. To find the contribution of ‘non-
diagonal’ terms (n # k) it is convenient to replace the integration over x by the integration
in the complex z-plane (z = exp[—impu] or z = exp[—impv]) over the circle |z] = 1. One
can check that this circle is passed p times when x goes from 0 to 1 (if one takes into account
both the ‘u’- and ‘v’-contributions). It turns out that the integrals of the ‘non-diagonal’ terms
are different from zero provided the corresponding integrands in the z-plane have simple poles
inside the circle |z|] = 1. This happens only when k + n = p in the first term inside the
square brackets in (3.26) and k — n = p in the second term inside the same brackets. This
fact becomes clear if one looks in figure 1, which illustrates the principal difference in the
behaviour of the function

K% (x) =Re (f)[A@]"? + f)[A®)]P) (3.28)

for 4 = p and w # p. Itis obvious that the integral of the function K}, (x) over the interval
0 < x < 1 equals zero if u # p (we have chosen the values © = 5 and p = 2 to give an
example).

Finally, we obtain exactly the same expression which was found in a different way in [18]:

E(v) = & +282(pr) [&+ 7B+ Lyo Im(@)] — Lo S2pr)Re(@)  (3.29)

where

o) p—1
G=2m) @+ p)bybuy) + 7Y n(p =) (buby-n). (3.30)
n=1 n=1

4. Packet formation

Now let us analyse the expressions for the energy density obtained in section 3. For the
initial vacuum state we see immediately from equations (3.19) and (3.25) that in the generic
case the function Wy (x, ) with the fixed value of the ‘fast time’ t has p peaks in the interval
0 < x < 1, whose positions are determined by the equations o cos(pru — ¢) = —1 and
o cos(pmrv — @) = —1 (see figure 2). Obviously, for ¢ > T the energy density is a periodic
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400
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-200 1

-400 T T T T
0,0 0,2 0,4 0,6 0,8 1,0

Figure 1. The functions K. 22 (x) (broken curve) and K25 (x)
(full curve) defined by equation (3.28) for ¢ = 0 and
k = 0.9. The fractional parts of the ‘fast time’ ¢ are

3217

200
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140
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100
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Figure 2. The energy density for the initial vacuum state
in the case of the strict resonance y = 0, for [r] = 0.3 and
k = 0.9; p =2 (full curve) and p = 3 (broken curve).

chosen as follows: [t] = 0.3 for K22 and [¢] = 0.1 for

K ; (since the integral part of 7 is not important, we omit
it in all the figures).

function of the time variable ¢, with the period Az = 1 if p is an even number and At = 2 if p
is odd. For this reason, in all the figures we give only the fractional part [¢] of # and omit the
inessential integral part (which is very large in fact: for the maximal possible value ¢ ~ 1078
[6] we have r ~ 108 if T ~ 1).

For the even values of the resonance multiplicity p we have p/2 peaks moving (with the
speed of light) in the positive direction and p/2 peaks moving in the negative direction. If p
is odd, then the numbers of peaks of each kind differ by 1. All the peaks have the same height

W) =27 Bie/(k — 1)* = 1nB (e*" — 1)

max

4.1

(in this section the expressions containing t are related to the special case of the strict resonance
y = 0), except for some distinguished instants of time when two peaks moving in the opposite
directions merge, forming a peak with double the height.

Ifk - 1 (e v > 1and y < 1), then the energy density can be approximated in the
vicinity of each peak by the Lorentz-like distribution
‘4/(vac)

max

21—« 4

Ajjyg=— ~ —e
[1+(28x/818) ] W e pm

W (vac) (6x) = —2pt

4.2)

where the width Ay /4 of each peak is defined as the double distance between the position of the
maximum and the point where the energy density decreases four times. One can also introduce
the ‘energy width’ of each peak by means of the relation W,,,x A = £(t)/p. Fork — 1 we
obtain Ag ~ (1 —k)/Qnp) ~ (wp)~'e 2",

Except for narrow regions of length A, ~ (mp)~'v/1—« ~ +/2(xp)~'e P nearby
the peaks the ‘dynamical’ energy density is less than its initial vacuum value, in agreement
with the results of [28, 30, 36, 37] obtained within the framework of different approaches. The
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1,0
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Figure 3. The energy density for the initial vacuum (full
curve) and thermal (broken curve) states, for y = 0,
p =2,[t] =0.3 and ¥ = 0.9. The initial total energy of
the thermal state is &y = 7.

Figure 4. The ‘fine structure’ of the energy density
peak in the case when initially the first mode was in
the coherent state with |«| = 1 but different values
of the phase ¢, for y = 0, p = 2, [t] = 0.3 and
k = 0.9. The curves are ordered according to the increase
of the maximal heights as follows: ¥ = 0 (full curve),

¥ = 97/10 (chain curve), ¥ = m/4 (dotted curve),
Y = m/2 (broken curve).

minimum values of W far off the peaks are given by (taking into account the contributions of
both the functions Fy(u) and Fy(v))

K
Win = —47B———— = —4pt _ 1) 43
nB(K e B (e ) 4.3)

If €« > 1, Wyin — —m (p* — 1) /24. Adding to this expression the initial Casimir energy
(3.5) we obtain the total asymptotical minimum value (cf [28])

W = —gp?/24. (4.4)

For an arbitrary initial state the energy density has, besides the ‘vacuum’ part, the additional
terms given in equation (3.26). Since these terms are proportional to the same functions f (u; «)
or f(v; k) which determine the structure of the ‘vacuum’ part, the positions of the peaks are
not changed (remember that |A| = 1). For the initial states with diagonal density matrices
in the Fock basis (in particular, for the thermal states) all the peaks still have equal heights,
increased by the quantity AW,,,, = %50(1 +x)%/(1 — k)2, compared with the vacuum case.
However, the asymptotic minimal value of the energy density at k — 1 does not depend on the
initial state, as it is given by formula (4.4) in all cases. Figure 3 shows in detail the behaviour
of the energy density in the regions where it is negative, for the vacuum and thermal initial
states.

If the initial density matrix in the Fock basis has non-zero off-diagonal elements (as
happens, in particular, for any pure state different from the Fock one, e.g. for the coherent
states), different terms in the sum (3.26) can interfere. Consequently, the peaks acquire some
kind of ‘fine structure’. For example, if only the first mode was excited initially in the coherent
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Figure 5. The energy density profiles for two different ~ Figure 6. The energy density in the case when initially
initial states with the same value of the total energy & =  the first mode was in the coherent state with |«| = 1 and
2. The broken curve with two differently deformed ¢ =mn/4,fory =0,p=35,[t] =0.3 andx =0.9.
peaks corresponds to the case when two first modes

were in the coherent states with the same amplitude

|ae1| = |a| = 1, but different phases ¥ = 0, Yo, = /4.

The full curve with two identical peaks corresponds to

the initial thermal state. In both cases y = 0, p = 2

and « = 0.9. In order to separate the peaks we choose

[t] = 0.3 for the coherent states, but [¢] = 0.1 for the

thermal state.

state |a), o = || exp(iy), then for p = 2 and y = 0 (the strict resonance) we have

(1- K2)2 [k sin(z + ¥) + sin(z — ¥)]*

[(1 = k)2 + 4 sin? 2]

AW =W — W = 7|a|?

where z = m (u — u,) and u, is the position of the ‘vacuum’ peak determined above. If
¥ = 7/2, then we have the high maximum AW'5" = m|a>(1 +x)*/(1 —k)* at z = 0.
However, if ¢ = 0, then instead of a maximum we have the minimum AW = 0 at the
same point z = 0, and the peak is split in two symmetric humps with equal maximal heights
AW = ([1 +K]2/27K) AW;%X located at the points sinz = #(1 — k)/+/8k. In the
intermediate case 0 < ¢ < /2 asymmetric forms of the peaks are observed (see figure 4).

If p > 2 or several modes were excited initially, the interference between different terms
in (3.26) can result in different heights of the peaks and more complicated ‘fine structures’
(provided (l;nl;k) # 0 for some n and k) (see figures 5 and 6).

If the detuning y is different from zero, then some deformations of the form of peaks
are observed, although the maximal heights are still of the same order of magnitude as in the
case y = 0, as far as y < 1 (see figure 7). However, if the detuning exceeds the critical
value y = 1, the energy becomes an oscillating function of the ‘slow time’ t, the amplitude of
oscillations being proportional approximately to (y2 - 1)_l [18,24]. This situation is shown
in figure 8. The peaks become rather wide and low, since the parameter « is limited by the
inequality ¥k < y~'ify > 1.
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Figure 7. The ‘fine structure’ of the energy density peak
in the ‘critical resonance’ case y = 1, when initially the
first mode was in the coherent state with |e¢| = 1 but
different values of the phase ¥, for p = 2, ['] = 0.3
and k = 0.9. The curves are ordered according to the
increase of the maximal heights as follows: ¥ = 97 /10
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curve), Y = /4 (dotted curve).
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Figure 8. The energy density in the ‘off-resonance’ case
y = 2, when initially the first mode was in the coherent
state with || = 1 but different values of the phase y = 0
(full curve) and ¥ = 7 /2 (chain curve with the highest
maximal value), for p = 2, [t'] = 0.3 and x = 0.4. The
broken curve with a smooth maximum in the centre gives
the initial energy density distribution (corresponding to
the value k = 0).

5. Discussion

Let us summarize the main results of the paper. We have found simple explicit analytical
expressions describing the energy density distribution of the field inside an ideal 1D cavity
whose walls performed harmonic vibrations at some (quasi)resonance frequency, after the
walls finally came to rest. These expressions show that the energy density is concentrated in
the form of p sharp peaks (either in space for a fixed time moment, or in time at the fixed point
inside the cavity), provided the resonance condition y < 1 is fulfilled, where y is the ratio
of the dimensionless detuning § to the dimensionless amplitude of the wall oscillations ¢ and
p is the multiplicity of the resonance with respect to the fundamental field eigenfrequency.
These peaks move with the speed of light from one wall to another. The shapes of the peaks
are sensitive to the initial state of the field: rather simple symmetric Lorentzian-like profiles
are observed for the vacuum or thermal states, whereas for other states we have asymmetric
peaks possessing some kind of ‘fine structure’.

Since in the single space dimension the components of the energy—momentum tensor 7
and Ty, are given by similar expressions, the force acting on each wall has the same time
dependence as the energy density at the points x = 0 and 1. For most of the time during the
period of field oscillations 2L /c (where L is the distance between the walls at rest) this force
is negative, being less than the static Casimir force, with the maximal amplification coefficient
p?*. However, the average value of the force over the period is positive due to the creation of
real photons inside the cavity.

If the walls possess some small transmission coefficient, then a small part of the radiation
accumulated inside the cavity can leave it. In this case one could observe sharp pulses of
radiation outside the cavity [16], whose amplitudes must be proportional to the heights of the
peaks inside the cavity multiplied by the small transmission coefficient. The intensity of these
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pulses can be significantly increased, if the initial state is different from vacuum and possesses
sufficient energy, like thermal states [16, 26] or coherent states. However, to describe the form
of the pulses exactly it is necessary to develop a more general theory which would take into
account the boundary conditions corresponding to the partially transmitting walls (because the
non-zero transmission coefficient can change the pulse shape significantly, just as the non-zero
detuning deformed the form of packets in the examples considered in section 4).

The total energy £ of the field depends on the parameter T = %sa)l T = mweN, where
N is the number of full oscillations performed by the wall. Due to equation (3.29), the
dynamical contribution to the energy exceeds the absolute value of the static Casimir energy if
T > 1.~ [2p*(p* - 1)]_1/2 ~ (pzﬁ)_l, and it grows exponentially if pt > 1. However,
the level £ > hiw; can be achieved only after a great number of oscillations, since the crucial
parameter ¢ is very small even in the most optimistic situations. It was shown in [6, 32]
that the critical value of this parameter equals €, ~ (vs/27C)Epar ~ 1078, otherwise the
vibrating wall will be destroyed because of the immense internal mechanical stresses (here vy
is the sound velocity inside the wall and &,,,,, ~ 1072 is the maximal possible non-destructive
deformation). The maximal possible velocity of the surface is [6] Vpay ~ EmaxVs ~ 50 m s~
Note that v, and &,,,, do not depend on the fundamental eigenfrequency w;.

Evidently, the increase of the energy cannot be unlimited even when A/ — o0, due to at
least two circumstances. The first one is that our solutions hold provided ' < £ ~2. For larger
values of A/ the nonlinear effects will destroy the effective intermode interaction. These effects,
however, are quite unimportant in realistic situations, due to the smallness of the parameter
& (remember the discussion in section 2). Much more important are the limitations due to
inevitable losses in the cavity walls. To overcome these losses one needs a cavity with the
quality factor Q > ¢, ] > 10%. The unsolved problem is how to excite the vibrations of the
wall surface at high frequencies of the order of 1-10 GHz (corresponding to a cavity length of
the order of centimetres), not speaking of the optical frequencies, required for microcavities
with dimension Ly ~ 1 um.

One of the reasons for the studies on the dynamical Casimir effect over the last few years has
been Schwinger’s hypothesis [9, 49], which could explain the sonoluminescence phenomenon,
i.e. the emission of bright short pulses of visible light from gas bubbles in water, when the
bubbles pulsate due to the pressure oscillations in a strong standing acoustic wave (see, e.g.,
[50,51] for a review and references). Although our results, obtained in the framework of a
simplified one-dimensional model, cannot be applied directly to the analysis of this problem,
they are not in favour of Schwinger’s hypothesis. The main difficulty is connected with the
quite different time scales of the phenomena. The accumulation of the ‘dynamic Casimir
energy’ is a very slow process, which needs a great number of wall oscillations, whereas
the sonoluminescence pulses (containing up to 107 photons) have a duration of the order
of picoseconds. Moreover, the wall oscillations must be in extremely fine-tuned resonance
with the field eigenfrequencies, since the detuning § > & completely destroys the energy
growth [18]. In particular, if the frequency of the wall oscillations w,,,; is much less than the
minimal field eigenfrequency w;, then the field variation is adiabatic, and the mean number
of photons created is proportional to [6] &2 (Wil /w1)4 <« 1. These features survive in the
three-dimensional model, too [17]. It is difficult to believe that the very specific conditions
described above could arise naturally in the sonoluminescence case (see also the discussion in
[52D).

Actually, the main obstacle to producing the ‘Casimir light’ is the very low ratio of the wall
velocity to the speed of light in possible laboratory experiments. If the velocity of the boundary
were of the order of ¢, then a sufficient number of photons could be created from the vacuum
practically for any law of motion. For the non-relativistic velocities the only possibility is
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to accumulate the effect gradually under the resonance conditions. Nonetheless, one cannot
exclude that the experimental situation could be improved in the case of using some kinds of
‘effective mirrors’, e.g. layers made from an electron—hole plasma, as was suggested in [53].
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Appendix. Renormalization of the vacuum energy

Due to the commutation relations [&m, &';] = ,y; the series (3.4) contains the vacuum divergent
‘diagonal’ (m = j) part

o0
W = (/2) Y mexp(—immt' +immt). (A.1)

m=1

The recipe of how to regularize this divergence was given in [43]. One should write the first
term in the argument of the exponential in (A.1) as it stands, but replace ¢’ in the second term
by ¢’ +in, n > 0 (the ‘point-splitting method’). Then the sum becomes convergent, giving

W) () = (7r/2) Zme‘m’”’ = (7/8) [sinh(rn/2)] 2.

m=1

The Taylor expansion of this function reads W% () = 2nn?)~' —7/24+0O(n?). According
to [43], one should remove the divergent term (27 n*)~! and after that proceed to the limit
n — 0. This limit value is exactly the Casimir energy density (3.5), which does not depend
on the coordinate x in the case involved.
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